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Аннотация
Цель работы: повышение устойчивости сети обмена данными большой группы беспилотных  

летательных аппаратов (БпЛА) к дестабилизирующим воздействиям за счет динамической оптими-
зации ее структуры.

Методы исследования: теории сетей массового обслуживания, теория управления, динамиче-
ское программирование. 

Результаты исследования: разработаны принципы анализа и оптимизации структуры системы  
обмена данными большой группы (роя) БпЛА с кластеризованной структурой маршрутизации  
пакетов. Показано, что повышение эффективности функционирования сети обмена данными  
(СОД) может быть обусловлено за счет сокращения трафика, необходимого для сбора данных 

Научная новизна результатов состоит в разработке новой модели обмена данными в крупномас-
штабной СОД, учитывающей в процессе управления маршрутизацией кластеризованную структуру, 
а также постановке и разработки метода решения задачи оптимизации кластеризованной сетевой 
структуры.4
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Введение

Проблема обеспечения устойчивой рабо-
ты сетей обмена данными (СОД) в условиях 
случайных сбоев и целенаправленных деста-
билизирующих воздействий является одной 
из наиболее актуальных в современной теле-
коммуникационной отрасли [1–21]. Под устой-
чивостью сети понимается её способность 
сохранять достаточно эффективное функцио
нирование в определенном классе дестаби-
лизирующих воздействий, под которыми для 
СОД БпЛА понимаются факторы, приводящие 
к полному или частичному нарушению рабо-
тоспособности объектов системы (отказы, 
уничтожение, случайные и преднамеренные 
помехи...). При этом в качестве базовых по-
казателей, характеризующих эффективность 
функционирования системы и определяющих 
ее работоспособность, как правило, выступа-
ют вероятностно- временные характеристики 
процесса передачи сообщений.

Вопросы разработки методов анализа и 
оптимизации показателей вероятностно-вре-
менных характеристик СОД в условиях раз-
личного рода случайных и преднамеренных 
воздействий изучались в весьма большом 
числе работ (см., например, [1–10] и библио
графию к ним). В [1–9, 11–22] рассматрива-
лись задачи, ориентированные на обеспе-
чение связности СОД, в [11–16] для частных 
примеров результаты основывались на про-
ведении вычислительного эксперимента с ис-
пользованием статистических оценок. Одно 
из первых исследований по анализу и опти-
мизации вероятностно-временных характе-
ристик (ВВХ) прохождения сообщений в сети 
передачи данных с ограничениями на ресурс 
приемо-передающих средств было проведе-
но в4 и в дальнейшем развито в [1] – в индиф-
ферентной по отношению к СОД БпЛА среде  
и в [2] – в условиях преднамеренных (оптими-
зированных) помех. Вместе с тем в [1, 2], как  
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и в исходной статье расчеты производились 
без учета дополнительного трафика, обуслов-
ленного потребностью системы управления 
СОД, в частности, маршрутизацией пакетов. 
Для сетей с малым числом узлов это не при-
водит к большим погрешностям расчетных ве-
личин, однако для крупномасштабных сетей 
оперативный сбор данных о состоянии сети 
и доведение их в конечном счете до испол-
нительных элементов системы управления 
погрешности могут оказаться значительны-
ми и приводить к несостоятельным выводам. 
Более того, без должной организации процес-
са обмена служебной информацией элемен-
тов СОД большой группы БпЛА потоки таких 
данных могут перегрузить сеть и полностью  
заблокировать ее работу. 

Из рассмотренного следует актуальность 
задачи организации сбора данных о состоя-
нии СОД (в частности, структуре, характери-
стиках возможных направлений связи, пото-
ках данных в информационных направлениях) 
и осведомления необходимой информацией 
объектов подсистемы управления сетью. Это 
задача решается на основе кластеризации 
(сегментирования) сетевой структуры, под 
которой понимается разделение множества  
узлов сети на фрагменты с выделенными в каж
дом фрагменте (кластере, сегменте) одним 
или несколькими центральными элементами 
[17, 18]. При этом общая задача управления 
маршрутизацией в СОД декомпозируется на 
частные:

∎	 задачи управления маршрутизацией в кла-
стерах СОД;

∎	 задачу управления маршрутизацией в меж-
кластерной сети, образованной централь-
ными элементами кластеров.

Заметим, что для крупномасштабных се-
тей с динамически изменяющейся структурой 
кластеризация структуры выступает не толь-
ко как средство повышения эффективности, 
но и как принципиально необходимое условие 
обеспечение работоспособности сети связи.

В дальнейшей части работы в формализо-
ванном виде дается постановка задачи анали-
за ВВХ СОД с сегментированной структурой, 
приводится вариант иерархической кластери-
зации СОД и методика оценки ее устойчиво-
сти, приведены примеры расчета показателей 
устойчивости с оценкой выигрыша, обеспечи-
ваемого за счет сетевой кластеризации. 

Постановка задачи

Рассмотрим задачу анализа и оптимиза-
ции алгоритма маршрутизации в кластери-
зованной сети. В формализованном виде она 
задается на наборе исходных данных, анало-
гичном описанному в [1, 2], но с учетом кла-
стерной структуры.

Исходные данные:
G = (V, E) – граф сети, где V – множество 

узлов (объектов СОД), E – множество возмож-
ных связей;

C = (ck,l) – матрица пропускных способно-
стей линий связи;

Λ = (λi,j) – матрица интенсивностей потоков 
пакетов в информационных направлениях.

U *, V * – векторы ресурсов передающих  
и приемных средств узлов;

𝒫 = ⟨Pk⟩k ∈ ℕn – набор таблиц маршрутиза-
ции пакетов (ТМП), где Pk = (pk

l,j) – вероятность 
направления пакета, адресованного j-узлу на 
l-порт.

В кластеризованной сети множество узлов 
V разбито на K кластеров:

V = UK
m=1Vm,

где каждый кластер Vm имеет выделенный 
центральный узел (хаб) hm.

Множества маршрутов:
M⟨i,j⟩ – множество маршрутов из i в j;
M⟨k,l⟩ – множество маршрутов, проходящих 

через линию ⟨k,l⟩.
M⟨i, j; k, l⟩ = M⟨i, j⟩⋂M⟨k, l⟩.

Распределение потоков:
Интенсивность потока на маршруте µ ∈ M⟨i, j⟩ 

вычисляется как:

s(μ) = λi,jП(k,l)∈μ pk
l,j.

Ограничения на ресурсы:

uk = ∑l
s(k,l)
ck,l

 ≤ u *
k, vk = ∑l

s(l,k)
cl,k

 ≤ v *
k. 

Целевые показатели:
FT⟨i,j⟩(t) — функция распределения вероят-

ностей (ФРВ) времени доставки сообщений  
в направлении ⟨i,j⟩.

FT(t) – ФРВ времени доставки сообщений  
в сети в целом.

Вероятность своевременной доставки  
Pr{T ≤ T *}.

Задача оптимизации:
Найти набор таблиц маршрутизации паке-

тов (ТМП) 𝒫, который максимизирует вероят-
ность своевременной доставки сообщений 
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при заданных ограничениях на ресурсы в кла-
стерной структуре сети:

Pr{T ≤ T *} → max
𝒫

.

Основные результаты

Методика анализа ВВХ для кластеризован-
ной СОД включает следующие этапы:

1. Вычисление условных потоков по 
маршрутам.

Для каждого кластера и межкластерных 
направлений вычисляются интенсивности по-
токов s(µ) по формуле (10) из [1].

2. Учет служебного трафика.

Вводятся дополнительные потоки λслуж,  
обусловленные обменом служебной инфор-
мацией между хабами и узлами кластеров.

3. Расчет нагрузки на средства связи.

По формулам (7) и (8) из [1] вычисляются 
ресурсы передающих и приемных средств  
с учетом кластерной структуры.

4. Расчет ВВХ для линий и маршрутов.

Для каждой линии (k,l) ФРВ времени за-
держки пакета определяется соотношением 

FT|(k,l)(t) = 1 – e
–t

T(k,l), T(k,l) = 
1

ck,l
 ( uk

1 – uk
 + 

vl

1 – vl
).

   Для маршрута µ ФРВ времени задержки 
вычисляется как свертка распределений за-
держек на участках маршрута.

5. Усреднение по направлениям и сети.

ФРВ времени доставки в направлении ⟨i,j⟩ 
и в сети в целом вычисляются по формулам 
(15)–(17) из [1].

6. Оценка вероятности своевременной 
доставки [1].

Вычисляются вероятности:

Pr{T⟨i,j⟩ ≤ T *} = FT⟨i,j⟩ (T *), Pr{T ≤ T *} = FT (T *).

Примеры расчета. Рассмотрена СОД груп-
пы БпЛА, состоящая из 96 узлов, разбитых  
на 16 кластеров, надкластерный фрагмент 
представлен в виде трех кластеров, содер-
жащих 5, 5 и 6 узлов, соответствующих цен-
тральным узлам кластеров. На рисунке 1 
приведена структурная схема, иллюстрирую-
щая связность узлов, причем узлы, входящие  
в общий кластер, обведены пунктирной линией.

В качестве исходных данных приняты оцен-
ки компонент:
∎	 наборов матриц потенциальных пропуск-

ных способностей (i,j)-радиолиний k-кла-
стера Ck = (сk

(i,j)); 
∎	 наборов матриц интенсивностей информа-

ционных потоков в ⟨i,j⟩-направлениях k-кла-
стера Λk = (λ k

⟨i,j⟩) (т. е. матриц тяготения);
∎	 векторов ресурсов U *, V * (из расчета по од-

ному радиопередающему средству и двум 
приемным на каждом узле);

∎	 ТМП 𝒫, допускающие рандомизированные 
и детерминированные алгоритмы маршру-
тизации [3].

Результаты расчетов. Расчеты величины 
Pr{T⟨i,j⟩ ≤ T *} проводились для различных па-
раметров состояния сети, характеризуемых 
показателями (сk

(i,j)),(λ k
⟨i,j⟩). Для иллюстрации 

выигрыша, обеспечиваемого кластеризацией 
структуры СОД, результаты расчетов пред-
ставлены на рисунке 2 зависимостями вре-
мени T доставки пакета сообщения с вероят
ностью P* (т. е. Pr{T ≤ T *} ≤ P* от состояния 
СОД, характеризуемого отношением λ/с для 
случаев a) некластеризованная и b) кла-
стеризованная структура при P* = P*

1 = 0,95  
и P* = P*

2 = 0,99. 
Результаты расчетов по рассмотренному 

примеру показали, что кластеризация струк-
туры СОД привела к снижению интенсивности 

Рис. 1. Пример кластеризованной сетевой  
структуры (фрагмент)

Рис. 2. Зависимость времени задержки пакетов, 
обеспечиваемого с вероятностью P*: 

a) в некластеризованной СОД,
b) в кластеризованной СОД
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потоков служебных данных о состоянии СОД 
на 15–25 %. При этом коэффициент загрузки 
СОД служебными данными в кластеризован-
ной сети сократился при периодичности цик-
ла обновления набора ТМП 5с с 50 % до 15 %,  
а при периодичности 2с с 80 % до 30 %.

Из полученных результатов следует, что 
кластеризация обеспечивает выигрыш, оцени
ваемый приростом пропускной способности 
СОД на 15–25 % и соответствующим увеличе-
нием устойчивости системы.

Заключение

Предложенная методика анализа эффек-
тивности функционирования СОД БпЛА обес
печивает определение показателей устойчи-
вости сети с кластеризованной структурой  

и определяет принципы повышения устойчи-
вости СОД к случайным и преднамеренным 
дестабилизирующим воздействиям. На рас-
смотренных примерах получены оценки выи-
грыша в устойчивости СОД по отношению как 
отказам объектов системы, так и воздействию 
помех на радиолинии связи, которые свиде-
тельствуют о целесообразности кластериза-
ции структуры СОД при разработке алгорит-
мов управления маршрутизацией. 

Актуальными задачами следует считать 
разработку методов оптимальной кластери-
зации структуры СОД с учетом мобильности 
БпЛА как носителей средств ретрансляции  
и коммутации потоков данных, а также с уче-
том функций по восстановлению сети при ее 
разрушении.
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PRINCIPLES OF INCREASING THE STABILITY OF THE DATA 
EXCHANGE NETWORK OF A LARGE GROUP OF UAVS BASED 

ON CLUSTERING OF ITS STRUCTURE 
Derkach A. E.5, Limantseva E. V.6, Chudnov A.M.7

Keywords: packet-switched network, network capacity, network resilience, packet routing management, 
packet routing tables, network exchange self-organization.

Abstract
The purpose of the work is to increase the stability of the data exchange network of a large group  

of unmanned aerial vehicles (UAVs) to destabilizing effects due to the dynamic optimization of its structure.
Research methods: queuing network theories, control theory, dynamic programming. 
Results of the study: the principles of analysis and optimization of the structure of the data exchange 

system of a large group (swarm)  of UAVs with a clustered packet routing structure have been developed.  
It is shown that the increase in the efficiency of the data exchange network (DPN) can be due to the reduction 
of traffic required for data collection 

The scientific novelty of the results lies in the development of a new model of data exchange in a large-
scale ODS, which takes into account the clustered structure in the process of routing management, as well 
as the formulation and development of a method for solving the problem of optimizing the clustered network 
structure.
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